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1 Introduction

This paper proposes a new HPSG analysis for numeral classifiers, including sortal classifiers (1a), measure
words (1b) and kind classifiers (1c) in Num(eral)-CL(assifier)-NP in Mandarin Chinese. Based on the same
syntactic behavior, sortal classifiers and measure words will be treated syntactically in the same way, while
measure words and kind classifiers will be analyzed semantically unified because of their similar semantic
nucleus. As the data suggest, it is the classifier that is the head of a noun phrase in Mandarin Chinese. The
combination of both NPs (CLs and NPs) is licensed by a head-argument-phrase.

(1) a. san
three

ben
cl

shu
book

‘three books’

b. san
three

xiang
box

shu
book

‘three boxes of books’

c. san
three

zhong
kind

shu
book

‘three kinds of books’

2 Previous studies

There is not much discussion about the structure of Mandarin numeral classifiers in HPSG. However, all
the analyses treat NP in Num-CL-NP as the head of the noun phrase, and Num-CL has the spec position
of NPs (cf. Gao 1993; Xue & McFetridge 1995; Liu 1997; Ng 1997). Since Xue & McFetridge (1995) suggests
that Dem(onstratives) and Num-CL do not form a constituent, and that the Dem is higher than Num-CL-NP,
left-peripheral modifiers like da de ‘big de’ in (2) challenge this kind of analysis. According to the [NP [SPEC
Num-CL] NP] structure, the adjectival phrase at the very periphery should modify the head noun hun-tun
‘wonton’, but in fact, the adjectival phrase only has scope over the classifier wan ‘bowl’.

(2) da
big

de
de

na
that

wan
bowl

xiao
small

hun-tun
wonton

‘that big bowl of small wonton’

The binary features [+definite] and [+quantified] proposed by Ng (1997) are good ways to stop recursion,
which will also be applied to my subsequent analysis. However, Ng does not consider kind classifiers such as
(1c). Kind classifiers allow a multiple-classifier (Liao &Wang 2011) together with sortal classifiers or measure
words, cf. (3).

(3) wo
1.sg

chi-le
eat-asp

qi
seven

ge
cl

na
that

liang
two

zhong
kind

bang-bang-tang
lollipop

‘I ate seven of those two kinds of lollipops.’

This indicates that the existing HPSG analyses have problems in dealing with adjectival scope as well as
recursion. Therefore, a new analysis is needed. In the following sections, I will first introduce the subclasses
of classifiers, and then discuss the branching issue of a classifier phrase as well as the categories of each part.
After presenting the syntactic analysis, I will use Minimal Recursion Semantics (Copestake et al. 2005) as the
semantic framework for the semantic analysis.

3 Classifiers and their subclasses

In general, there are two kinds of counting expressions in Mandarin Chinese (excluding kind classifiers first),
sortal classifiers (1a) that simply name the natural unit of nouns and measure words (1b) (also measure clas-
sifiers) that create a unit of measure (Cheng & Sybesma 1999: 515).
Clearly, there is a semantic distinction between sortal classifiers andmeasurewords, whichwill be discussed

in Section 6. However, sortal classifiers and measure words share a lot of syntactic similarities. They both
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allow NP-ellipsis, cf. (4); Nums can be omitted in directly postverbal position when Num=1, cf. (5); Both have
the same behavior regarding the topicalization of NP, cf. (6).

(4) wo
1.sg

mai-le
buy-asp

san
three

ben
cl

/ xiang
box

shu,
book

ta
3.sg

mai-le
buy-asp

wu
five

ben
cl

/ xiang
box

-

‘I bought three books and he bought five books / I bought three boxes of books, he bought five boxes
of books.’

(5) wo
1.sg

mai-le
buy-asp

- ben
cl

/ xiang
box

shu
book

‘I bought a book / I bought a box of books.’

(6) shui,
book

wo
1.sg

mai-le
buy-asp

san
three

ben
cl

/ xiang
box

i

‘I bought three books / three boxes of books.’

Furthermore, both sortal classifiers and measure words can be modified by adjectives (7). The typical noun
phrase marker de (Sun 2015) that usually occurs after modifiers and complements like (8) can also be inserted
between sortal classifiers or measure words and head nouns, cf. (9).

(7) a. yi
one

da
large

ben
cl

shu
book

‘a large book’

b. yi
one

da
large

xiang
box

shu
book

‘a large box of books’

(8) a. bai
white

de
de

zhi
paper

‘white paper’

b. chengshi
city

de
de

huimie
destruction

‘(the) destruction of (the) city’

(9) a. wo
1.sg

mai-le
buy-asp

yi-bai
100

ben
cl

de
de

shu
book

‘I bought 100 books.’

b. wo
1.sg

mai-le
buy-asp

yi-bai
100

xiang
box

de
de

shu
book

‘I bought 100 boxes of books.’

As mentioned above, there is another subcategory of classifiers, namely kind classifiers. Kind classifiers
have all the above characteristics. But unlike sortal classifiers and measure words, kind classifiers can form a
multiple-classifier together with sortal classifiers or measure words, cf. (3), whereas the recursion of classifier
structures is generally not possible, cf. (10).

(10) * wo
1.sg

chi-le
eat-asp

liang
two

zhi
cl

shi
ten

ge
cl

bang-bang-tang
lollipop

To summarize briefly, classifiers, measure words and kind words are all subclasses of classifiers. Classifiers
are used to refer to all of this three in this study. It can be inferred from these syntactic similarities that
measure words and sortal classifiers behave syntactically consistently. Following Tang (2005), Her (2012b)
and Hsu (2015), I will treat measure words and sortal classifiers equally. Kind classifiers will be discussed
separately because of their different behavior in the recursion problem.

4 Internal branching of a classifier phrase

As a a noun phrase with three elements - Numeral (Num), classifier (CL), noun phrase (NP) - in a fixed order
Num-CL-NP, there are only three branching possibilities for the structure, that is:

(11) a. NP

XY

Num CL NP

b. NP

Num

XY

CL NP

c. NP

Num CL NP
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Since the presence of classifiers is always dependent on other words, namely on a Num, a Dem (demon-
strative) or an NP, that is, a classifier must be combined with other elements to participate in the syntactic
context, a ternary structure is actually ruled out.
Therefore, the question is: which element does a classifier combine with first? This has been a topic of

debate in Chinese classifier researches for decades. There are generally three main approaches:

• Left branching: Classifiers are for numerals, i.e. [[Num CL] NP]
– Tang (1990); Krifka (1995); Her (2012a); Bale & Coon (2014); Her & Tsai (2020); Tang et al. (2021)

• Right branching: Classifiers are for nouns, i.e. [Num [CL NP]]
– Chierchia (1998); Cheng & Sybesma (1998, 1999); Borer (2005); Tang (2005); Huang et al. (2009);

Hsu (2015)

• A split analysis: Based on different subclasses of CL, two structures exist.
– Zhang (2011) and Li (2013)

The idea of a left branching structure can be attributed primarily to Chierchia (1998), namely the classifier/non-
classifier distinction is dependent on the syntactic mass/count distinction. Cheng & Sybesma (1999) also argue
that sortal classifiers are only used in conjunction with count nouns, whereas there is no such restriction for
measure words. Different syntactic behaviors of sortal classifiers and measure words are presented as argu-
ments, which are now widely accepted as no such distinction exists, cf. (7) and (9). Besides, sortal classifiers
can also be combined with mass nouns. In (12), zhang, li and ge are typical classifiers for count nouns ticket,
cherry and cup. But at the same time, they are also the typical classifiers of mass nouns paper, rice and advice.

(12) a. san
three

zhang
cl

piao
ticket

‘three tickets’
b. san

three
li
cl

ying-tao
cherry

‘three cherries’
c. san

three
ge
cl

bei-zi
cup

‘three cups’

(13) a. san
three

zhang
cl

zhi
paper

‘three pieces of paper’
b. san

three
li
cl

mi
rice

‘three grains of rice’
c. san

three
ge
cl

jian-yi
advice

‘three pieces of advice’

InMandarin Chinese, a classifier is not chosen based on themass/count distinction but, rather, ontologically
on Chinese cognition of nouns: category, shape, function, etc. For example, tiao in (14) is a typical classifier
for long-shape objects. Therefore, fish and trousers are usually paired with it. But shorts do not have a long
shape, and tiao is still their typical classifier, since shorts are a subset of trousers.

(14) a. yi
one

tiao
cl

yu
fish

‘1 fish’

b. yi
one

tiao
cl

ku-zi
trousers

‘1 pair of trousers’

c. yi
one

tiao
cl

duan-ku
shorts

‘1 pair of shorts’

The left branch’s view is more or less influenced by Krifka’s hypothesis (1995) that there are two different
types of numeral interpretation in classifier and non-classifier languages. In Mandarin Chinese, an Num does
not have an incorporated measure function and, thus, requires a classifier.
Considering that there is no mass/count distinction at the classifier level, I prefer a left branching structure

based on the following facts:
First, Num-CL can be the answer of a question, while there is no such possibility for a CL-NP sequence, cf.

(15). Second, when talking about the amount, a classifier always follows the numeral even if the noun does
not appear or cannot be completed with a specific noun, cf. (16). In (17a), san ge ban ‘three cl half’ means
three and a half. Because *ge ban ‘cl half’ and *ban xi-gua ‘half watermelon’ are ungrammatical, but ban ge
‘half cl’ is grammatical. It is reasonable to consider that two Num-CL structures, namely san ge ‘three cl’ and
ban ge ‘half cl’ are combined, and the second classifier is deleted. Similarly, Her & Tsai (2020)’s interpretation
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of the approximant numeral lai in (17b) that lai is uninterpretable without an immediately preceding numeral
base, supports the left branching view.

(15) Q: ni
2.sg

mai-le
buy-asp

duo-shao
how.many

shu
book

‘How many books did you buy?’

A: *yi
one

/ yi
one

ben
cl

/ *ben
cl

shu
book

‘One (book).’

(16) a. xue-sheng
student

de
de

shu-liang
number

shi
be

20
20

*(ming)
cl

‘The number of students is twenty.’

b. shi
ten

yuan
dollar

san
three

*(ge)
cl

‘ten dollar for three’

(17) a. san
three

ge
cl

ban
half

xi-gua
watermelon

‘three and a half watermelons’

b. shi
ten

lai
more

ben
cl

shu
book

‘more than 10 books (10-19 books)’

Further evidence can be found in various fields like phonology (left branching tone sandhi in Tang et al.
(2021)), cross-linguistics (Nums and CLs are worldwide correlated in Her (2017)), historical linguistics (devel-
opmental Stages horse 5 horse → horse 5 CL → 5 CL horse in history in Huang (1964)), etc.

5 Categorization and an HPSG approach

After identifying the branching issue of the structure, it is necessary to determine the categories of each
element to propose an HPSG analysis. More precisely, should a classifier be treated as a new category or can
it be integrated into an existing word class?
Classifiers can be considered as a subclass of nouns and have the head noun in HPSG. First, as subclasses

of classifiers, the vast majority of measure words and kinds are themselves nouns. Second, as demonstrated
in (7), adjectives can be attached directly to the sortal classifiers, which is one of the basic features of nouns.
Otherwise, a new rule allowing adjectives to attach to classifiers is needed. Third, in terms of the develop-
mental stages of classifiers, the emergence of classifiers replaces the original noun position (Huang 1964).
Forth, sortal classifiers can form compound nouns with their matching nouns. Reduplicative sortal classifiers
can be used as a noun with context, cf. duo-duo ‘cl-cl’ in (19). And finally, in other typical numeral classifier
languages like Japanese and Korean, classifiers are considered as a subclass of nouns (Bender & Siegel 2004;
Kim & Yang 2007). There is no reason to accept a new part of speech in HPSG for Chinese classifiers.

(18) a. yi
one

duo
cl

hua
flower

‘one flower’

b. hua-duo
flower-cl
‘flower(s)’

(19) yuan-zi
yard

li
in

you
there-be

hen-duo
a-lot-of

hua,
flower

duo-duo
cl-cl

dou
all

hao-kan
beautiful

‘There are a lot of flowers in the yard, and every one is beautiful.’

Since the head of a classifier is noun, it is reasonable to consider making the classifier to be the head of the
noun phrase Num-CL-NP. This is also consistent with the data in (2), where the left-peripheral modifiers can
only have scope over the head of the noun phrase, in this case, the classifiers. Considering the inseparable
relationship between Nums and CLs and the fact that in the position of a Num can appear demonstratives and
interrogative determiners, the Num will be analyzed as a specifier of the classifier and selected by a classifier
via spr. A head-specifier-phrase licensed the Num-CL combination.
The feature descriptions in (21) represents the syntactic part of sortal classifiers and measure words. Sortal

classifiers and measure words select an NP through the comps-list. A head-argument-phrase enables the two
NPs to be combined. Following Ng (1997), I use two binary features qantified+ and definite+to stop the
recursion of classifiers and demonstratives. All nouns (except classifiers) have the feature qantified– and
definite–. Sortal classifiers and measure words have the feature qantified+ and can only select nouns
with qantified– and definite– or nouns with kind+ and definite+. Once an NP has been selected by a
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sortal classifier or measure word, this head feature will be preserved and therefore no other classifiers with
qantified+ will be involved. Since sortal classifiers and measure words can choose a noun phrase with a
kind classifier as the head, the kind+ feature is used. But in this case, a demonstrative in Dem-Num-KC-NP
is required, so the chosen noun phrase must also have the definite+ feature, cf. (20).

(20) wo
1.sg

chi-le
eat-asp

qi
seven

ge
cl

*(na)
that

liang
two

zhong
kind

bang-bang-tang
lollipop

‘I ate seven of those two kinds of lollipops.’

(21) ⎡⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

sc_mw_n
head noun

spr⟨[head det]⟩

comps⟨

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

head noun
definite–
qantified–

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⟩∨⟨

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

head noun
kind+
definite+

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⟩

qantified+

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(22) ⎡⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

kc_n
head noun

spr⟨[head det]⟩

comps⟨

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

head noun
definite–
qantified–

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⟩

kind+

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Different from the feature descriptions of sortal classifiers and measure words, kind+ feature appears in
the lexicon for kind classifiers in (22). Because the kind classifiers allow to be selected by other classifiers (but
not kind classifiers themselves), they still select an NP with qantified–. Similarly, the feature definite+ is
designed to ensure that only one Dem can appear within a noun phrase and that the Dem does not appear in
the pre-NP position in the presence of a classifier, cf. (23b).

(23) a. nei
that

shu
book

‘that book’

b. (nei)
that

wo
1.sg

xie
write

de
de

(nei)
that

3
3
ben
cl

(*nei)
that

shu
book

‘the three books I wrote’

6 Semantics

The discussion of semantics of classifiers begins with (7). In these counterexamples with pre-CL modifiers,
sortal classifiers do not contribute to semantics of the phrase. But this does not mean that adjectives have
scope over NPs. The examples (24) from Her (2012a) exhibit which sortal classifier is chosen depends on
which characteristic of the noun we want to emphasize. tiao, wei and zhi are all possible sortal classifiers
for fish because they present the features that the fish itself has. This is also known as the mapping between
sortal classifiers and nouns.

(24) a. yi
one

tiao
cl

yu
fish

‘a fish’
(SC: long shape)

b. yi
one

wei
cl

yu
fish

‘a fish’
(SC: tail)

c. yi
one

zhi
cl

yu
fish

‘a fish’
(SC: animacy)

In other words, sortal classifiers contribute no semantic content of their own, hence I denote them as e_list.
The adjective attached to the sortal classifiers modifies the NP, and this modifying relationship is reflected by
the shared index value, i.e. 1 in (26).

MRS representations in (26) and (27) differ from each other in rels. Measure words and kind classifiers
themselves are nouns and have their own meanings, such as box_rel in (27). In box_rel, measure words consti-
tute relations with an arg0 and arg1, i.e. the semantics of NP, 4 in (27). All possible nouns can be transformed
into a measure word by a lexical rule, which brings spr, comps and other features of a classifier, cf. (25).

(25) yi
one

wu-zi
room

/ che
car

shu
book

‘a room full of books / a carload of books’
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(26) NP

NP

Num
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

card_rel
arg0 1

carg 3

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

san
three

SC

⎡
⎢
⎢
⎢
⎢
⎣

index 1

rels⟨e_rel⟩

⎤
⎥
⎥
⎥
⎥
⎦

ben
sc

NP
⎡
⎢
⎢
⎢
⎢
⎣

book_rel
arg0 1

⎤
⎥
⎥
⎥
⎥
⎦

shu
book

(27) NP

NP

Num
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

card_rel
arg0 1

carg 3

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

san
three

MW/KC
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

index 1

rels⟨

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

box_rel
arg0 1

arg1 4

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⟩

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

xiang
box

NP
⎡
⎢
⎢
⎢
⎢
⎣

book_rel
arg0 4

⎤
⎥
⎥
⎥
⎥
⎦

shu
book

7 Conclusions

This study discusses the numeral classifiers in Mandarin Chinese and proposes a new HPSG analysis for the
Num-CL-NP structure. In this approach, three subclasses of classifiers are differentiated, i.e., sortal classifiers,
measure words and kind classifiers. Sortal classifiers and measure words are treated syntactically equivalent
based on their same syntactical behavior. The difference between these two subclasses is that measure words
have their own semantics, while sortal classifiers contribute no semantic content. Kind classifiers are dis-
tinguished from sortal classifiers and measure words by taking the multiple-classifier structure into account,
but semantically they are identical to the measure words. A noun phrase consisting of Num-CL-NP is a left-
branching structure, i.e., a classifier selects its numeral via SPR to yield a unit and is combined with an NP
via the head-argument-phrase. Such a structure is based on their own syntactic behaviors and is unrelated to
the mass/count distinction.
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